Data Lab @ TXST
M DatalLabl2.github.io
DET@LEB Founded in 2018 by CS faculty:
M Jelena Tesic¢, Computer Science

Datalab12.github.io

Objective:

* Propose new algorithms and methods to
applied Data Science for Unstructured
Real Data
* Collaborate with domain experts TEXAS 9 STATE

UNIVERSITY

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE




Data Lab @ TXST
M DatalLabl2.github.io
DET@LEB Founded in 2018 by CS faculty:
M Jelena Tesi¢, Computer Science

< Tweet V.
Datalab12.github.io
E Computer Facts
Motivation Go beyond solving el @computerfact
iIncremental ML In silos -
Funding concerned parent: if all your
CS Startup funding 2018 -2021 friends jumped off a bridge woulo

NAVAIR funding 2018 — 2023 VOU follow them?

HRC CHERR 2021 - 2023 | |
«Dot 2022- 2026 machine learning algorithm: yes.

DoE 2022-2024 3/15/18, 14:20
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Managing large Multimedia Repositories, Ph.D. Thesis

* M.S. (1999) and Ph.D. (2004) degrees from Department
of Electrical and Computer Engineering, University of
California, Santa Barbara

* Talk by Prof. Jovanovic USC that refers to the group, about
grad student experience and how it shaped what we did
after: https://www.youtube.com/watch?v=9p8iJnPQSX

Research
MS generated Alt text:

* A group of people playing baseball on a field
* A group of people playing a game of frisbee

jtesic.github.io

TEXASSIZSTATE
UNIVERSITY



https://www.youtube.com/watch?v=9p8iJnPQSX

ABOUT ME: jtesic.github.io

*|IBM Watson Research (Yorktown NY) 2004 - 2009 A
eObjective image filtering in MySpace, Ontology for Multimedia, DigitalMe
eTRECVID Challenge (Video Retrieval Systems): low shot learning, visual concept modeling y
e Mayachitra, Inc (Santa Barbara, CA) 2009 - 2018 D
eVideo and Image Retrieval and Analysis Tool (VIRAT) - scalable indexing, search, retrieval, data fusion
e Geo-location using image matching (FINDER)
e Activity recognition; Deep learning for Object recognition (NAVAIR) — Pl since 2014 J
e Computer Science Dept Data Lab @ TX State N
e https://datalab12.github.io/
e Graph network analysis at scale: graph construction from unstructured data
e Fair and unbiased data science: consensus analysis
e Applied DNN to aerial imagery, health imagery, pavement imagery, and climate modeling -
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https://datalab12.github.io/

Visual Data Science

> NAVAIR - [# A
» Dr. Wang, Ingram (TxDot PlI) - Learning
» Dr. Faroughi, Ingram (DoE PI) [:I]mpU’[EF MEIth Ell'ld

Science/IT Statistics
Data
Science

Software Traditional
Development Research

Applled Data Science

CHERR (Dr. Villagran) Uomains/Business
> Dr. Feng, McCoy
> Dr. Metsis, CS Kﬂl]WlE[IgE
» Dr. Wang, CS

Data lab Projects and Collaborators

Network Data
Science

»  Dr. Rusnak, Math

CS Courses:
Machine Learning
Data Science (Ph.D.)
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Visual Data Science

New efficient data-driven DNN
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http://Datal ab12 github.io/

>

architectures

» Object localization and

» Aerial image dataset do not conform to the consumer # Object with small size. 0.6 0.6 . e

image dataset assumptions in the analysis de jour # Densely packed objects. 0.5 432 . s =
Variations in image captioning conditions (lighting, # Number of objects per image. 5 0.4 0.4 -
weather, altitude, content, changes in scenery) render # Large variety in object orientation. 2 Eos BB .
simple domain adaptation impossible # High Global Spatial Distance(GSD). £ &'2 - - ¥
State-of-the-art analysis struggles with the small and » Imbalance Easy and Hard Examples N o
dense objects in aerial object detection. # Uniform features across the object. - ' A . . . ot

igure 3. Consurmer and asnal image examples oo 0.0

Contributions

Mew pipeline for small object detection in satellite images

Small-Object Detection in Satellite Images

Department of Computer Science

Challenges

System Specification

Baseline Model

— OOTAT D
m— CHOR
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Evaluated Model

- poTars DASE
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(by

S00D

Evaluated Maodel

Figure 8. (8} Precision{l0U=0.50:0.85) and (b) Recall{lOU=0.50:0.95)
comparison from different models vs. different datasats.

iIdentification

1. Robust backbone for extracting and preserving small ([ o M) e
object features. N — »
2. Difficulty scoring module e I s | | ek S oun o TR U AP on
3. Custom focal loss function designed for small objects R .
= 183 a4 | B ® ‘ 87 ‘

DIOR dataset

23,462 images + 192,472 object annotations

* Arange of viewpoint angles

* Arange of object sizes, ~1000 times difference in pixel

size

* Various geographical areas captures

# Images captured in different weather conditions.

* High inter-class similarity and intra-class diversity.
Training set: 22 450 images
Test set: 1012 images.

E-‘MT-::
- ‘ e )

» Activity recognition
» Segmentation

r——y

» 3D Point Cloud Modeling

Figure 1. DICR

Figure 2. DOTAZ.0

DOTAZ.0 dataset

» 2430 overhead images collected from several satellites.
* 1,793,658 annotated objects

» 18 classes.

Training set: 12 700 images

Test set: 4,543 images.

Poster: Small-Object Detection

In Satellite Images (Bishal, Ph.D)
. X

A picture containing timeline
Description automatically generated

5 Caroasrad Tt Tbh Hestwap Puass  1c ) s Prpdaonas.  0d) Hosmsp SO0 (2] SOH et

— mlmv|ﬂ?|zﬁu‘mmlm‘mlﬁm
GPU Mamary '
RAM

40.6 22 2854 63 35.03 52 14 42 32 52 6027 14 7475 34 B2 6543 29.30 5373 4272

51.0 24.84 56,85 30.T255.47 44.81 54.2531.22 70.27 37.51 68.32 31.18 5612 4581

5366

Num| A34 B730|17650| 240 |3045| 214 |38%0| 86 |28 | 4 | 88
Amn. ]

Bass|17.1 :mq 8.81 [10.14l21.8821.23 21.?313.13143219.53] 10,38 um| 0.00 | 11.35
500|188 10.23 11,7421 82 22 04 21[15.10(21.08] 12.11 [2.41] 1.08 [14m1

Table 2. DIOR and DOTAZ.0 AF scores for small and difficult classes

Conclusion and Future Work

# DMNM object detectors perform well if

# Training dataset contains enough annotated

* Feature extraction does not miss small object

characteristics

Heatmap Based proposal generator performs well for small
objects.
Difficulty module and the custom focal loss improve the
detection performance with hard and soft example mining.
In the Future, we plan to perform domain adaptation across
multiple aerial datasets.

Acknowledgments

The work has been supportaed by NAVAIR, NVIDIA
Data Lab (DatalLab12_github.io) TXST
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Figura 8. Detection from DIOR dataset Figure 7. Detection from DOTA dataset
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Applied Data Science

Deve l_op new data -d riven end _to_end <] Identifying Resilience Factors in Texas Public Schools

Dr. Li Feng

I'.IET@L i3 June Yu, Daniel P

a n a lYti CS th at m aXi m i Zes ta b u la r M L hitp://Datal ab12.github.io/ Department of Computer Science

Department of Finance and Economics
_____ Motivation Exploratory Data Analysis Gradient Boosting
» COVID-19 school reopening decisions were difficult for . Gain — (PO A

policymakers since there was no consensus on the impact e e e L I T JEk 1k Ik L -I" by d L, “. . A
adva n Ces of school reopening on the spread of COVID-19 I “ “ “‘ “ ‘I’| || [ r r 'r I |r Ir I |r W Loss :_::_{i\v “""'ﬂilllb_—t o ‘.\,,,«fi\li\h,-

» Learning loss was documented in many states including
Texas

» If we can identify most impactful factors on learning X JILILL JEEETETLL

loss from publicly available data sources during M i et i D s
pandemic, we can help policy makers make more : \"f]g' : -/
[ m informative decisions on learning recovery : e . : : e e -::{*\:.[':f-: < {;:\h;.. -c:::':i_,_“

Figurs 1: Learning Loss % for Math{left) and Readingiright) for group of students: Title 1, Powverty, Free Lunch, Special Ed, Hispanic, g : o _

ork w domain experts to avol L LRI T A o e

Research Questions » Leaming loss is calculated by getting STARR score differences Averags Score 2013 o ' ' '

» Math shows more severe learning loss throughout the most student groups compared to Readin

il i .
. _I
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Figure 3: Fouwr Gradient Boosting Models scores for

» Canwe quantif'_-,r the impa{:t of the mode of » 3 classes label has been created- Loss = 25 28" percentile = Expecied = 75" percantile| 75" < Gain Mt (top) and Roading (bation)
instrumiun[r‘ul'_n,fbr.id, remutt?, in—per_spn} on the learning loss? e T — ® Train Accurscy ®Test Amur;.:ﬁ, SMCC CFd
# Do st_*.hr:-ul district reopening decision |gﬂuen{:e the P » The state-of-an-art gradient boosting
Ear“'“?j loss f"‘pe'l‘e”‘":e':' by Sg'dek”““" 4 and minort Mth Reading The most impactful predictors are identified models were built on the feature sets
> st:edset:tseg::sE;?emnczwn:l?rflrg:m;c E]rsﬂ:g and minority % On Campun 1830130 RN eccoccnn N mmmmm  using 9 different feature selection methods: selected from 9 methods to examine
» Do studentspfmm different grade Igvel experienced B ——————R LR L ] f Fllt?r Methods: +:I|rne.ns:|onalrh,r i reduction  effects o
. . o R M Variance Threshold predicting learning loss
learning loss differently? % Redueea.arics Lorcn. NN ERE w .;” - WSS Fmbedded Methods: » Hyperparameters such as tree structure
— . e —— o h'u....,'.. S — BL1 (Lasso) Regularization constraints, learning rate, L2
t t t- t Data Acquisition and Integrations e E— o wmmesmmmm M Random Forest Feature Importance regularization were tuned to avoid
) ; % on Gumgpus owva I . Wi Methods: overfitting and increase accuracy
> I I I I ‘ I ‘ I ‘ l Data are acquired from 7 different sources below and ARP ESSER 1 21 —— ” rapper o
y integrated hq},r matching School District ID and County CRAEA ESER = —— o ) m RE— F‘ermutaifun Importance - R.emdnm Forest > !:eature space does not have mgmﬁc?nt
. : . ——— SO M Permutation Importance - Ridge influence for performance of the gradient
FIPS Code with 79 variables from 1,165 school districts o . B — ) N boosti del
in 253 counties: o R oo tesens o4 oot .Recurs!ve Feature Elimination - Random Forest 00sting moaels
» STAAR test results, math and reading, by grade in 2019 y—————n e o - - =RE{:”"5"'“_E Feature Elimination - Ridge
and 2021 from the Texas Education Agency \ v warseamacura v [N o E mEm .gequent!a: Ilzeature SE:EC“.G” ) i”éq
L u o B = » COVID case data, # of students on campus reported to the ava Famey siee 10 [N R - - e — equential Feature 3election - Ridge * Add STARR exam scores for 2022 to
o Ste r. e n tl I n e S I I e n Ce a Cto rS I n Texas Health and Human Services per county ppp — — — — — e = confirm the resilience factors effects
[ | » Student race/ethnicity, Title 1/Free lunch, Teacher-Student p— sepores oot NI Findings: » Update Census Block Group data for
ratio per district from Common Core Data from the pmdasid— — — —— 1 » The most impactful predictors for math are. 2020 to grasp the characteristics of
Mational Center for Education E‘ftaltistic:s{NCES} i —— s nies ot | the ratio of students on campus on socioeconomic factors up-to-date
» Local Area Unemployment Statistics(LAUS) per county dnampiared Levat o1 IR s rres e o N 10/30/20 Covid aid in 2020, student's race, ~ > Compare outcome for missing values and
- from U.S. Bureau of Laber Statistics o — ———— o —. —— reduced-price lunch eligibility pre-processing approaches
exa S u I C C O o S u n e C = Averag_e Daily Attendance{ADA) per district from Texas Lassele_a2-Nurar: Diatert NI < e ot R » The most impactful predictors for Acknowledgements
9y u u Education Agency ] — —— — — . m mm reading are Covid aid given in 2020 and  The work has been supported by
» 2010 Census Block Group data from Texas Education AU e 2021, reduced-price lunch eligibility, and Community Health and Economic Resilience
Agency/Census Bureau % Tesins wain o7 oot e siacaris ot [N student’s race, the student ratio on campus ~ Research (CHERR) @ Data Lab
» Elementary and Secondary School Emergency ' ' on 09/28/20 and the ratio of pre-k students. (DatalLab12 github.io)

| . .
D a n I e l B S C REth{E SSER] Grant from Texas Education Agencl.'l" Figure 2: Mumber of Predictors Selected by 9 feature selection methods
B N “ ] I
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Network Data Science

<A Multi-Modal Community Detection in Twitter Datasets

Develop new algorithms and analytics naTQLar

tools for real networks  Wotvaton ] Feawrebumoton ————— J  epormens

» Twitter is rich in data modalities: text, images/videos,

Department of Computer Science

p " Textual Features Visual Features Network Features ARI Network | BERTweet | GNN | Network-V | GNN-V
and connections. ' : Network 1.0 0.084 0,002 0.124 0.001
. . . Pretrained BERTweet on COVID- N . : -
» Attributed graph clustenng takes into account content 19 Tweets em Héddings OCR Uzer Attributes (verified. ) RI‘.RT_W_:I:! 0.084 1.0 .0 0,053 00266
of the tweet as well as the connections among users. | State-ofthe-art text nommalizations GNN = 0.00035 1.0 0.0001 -0.001
= » Research Question: How well do various modality beforehand Type of Image (B&W, Fake) Replies “";—:‘:;ﬂ:‘“ g;ﬁ: ggjz: _:g;l oﬂli§1¢~ ”-‘:’53
» Where algorithms developed for o gty et commaniey desringions "o o Fineuring ofhe Transomer T 3. AR s e it o ot i prncsaed GOV 3
in a bid to get a better community description? is necessary Generic DNN (VGG1E) Quotes ' F
i Mode # of Communities
Image Captlions (Captioner Locally 3 -
; Retweets Network 91,380
State Of The Art . Trained on MSCOCO) T — 51553

Table 2. Features per modalities used

[ | GNN 30,995
synthetic data break on real networks? i L

* Use context: user profile, and location features of geo-
tagged tweets for sentiment analysis.

Table 4. Mumber of communifies in processed COVID (+)

» Model interactions of the tweeter verse using Bi-GCN and ARI Network | Text-Emb | GNN | Network-V | GNN-V
Tail-GMN architectures to capture the underlying structure : : : Network L0 0.00028 | 0.000052 0.016 0.000052
P rlying o s COVID(+): Replies, Quotes, Retweets. Text-Emb | 000025 1.0 000066 0.0044 0.00018
- - - oo e = Rmoved any edges in the Replies. GNN 000052 | 0.00066 1.0 0.000052 | 0.000052

Pipeli s e w Byery target node should be connected to at least 10 nodes. Network-V | 0016 0.0044 | 0.000052 1.0 0.99

a I S e g re a es g a I n I n n e WO r ipeline . » |solated nodes and duplicate edges were eliminated. GNN-V | 0000052 | 000066 | 0.00012 0.99 1.0
Anakyos icessis s ® 1N total number of nodes and edges dropped to 3.4 and 3.1 million Table 5. ARI between various multi-modsl modes in large MuMIN dataset

Experim | Modality e e MuMiN: Quotes, Replies. . —
, T P Viode | ¥ of Commantts
construct. [V {aR1) Augmentation of COVID+ Dataset W 2 - a@. N Network 655
100 .

- . t f l .th - IErtra-:t Network » Original network was augmented with visual similarity graph 4__'-*:_'*‘: Sare Text-Emb 10

S CI e n Ce I n e r m S o a g o rl m I C Features Figure 1. Data Science Pipeline > NEW E‘?QES added from ‘n.l'EI'l.E){ to 5_5imillar vertices e - ‘_' GNN Ij
* Similarity was computed using cosine distance between DNN features® v Nﬂ“:'"’*"“’ 21

Datasets » Mumber of Edges increased from 3.4 million to 4.1 million GNN-V 2

COVID+ Dataset 2 T
i m p rove m e nt7 » MediaEval2020 connection baseline extended and MDdEllng CI‘J'I'Il':lLISIﬂI'I and Next Steps
u augrr]e:nted - Graphic Neural Network Training for Community Discovery . - . .
> 3.2million+ USEtS and 8+ m_'"“m twee_ta . #* Leverage all modalities and aggregate features from nodes (Message Passing) : Fr:l'lutlhplle mn??lltles seem fo s.a pture spetcﬂlict:nlf{:rmlemnn
» Hashtags mined: #Coronavirus, #Covid19, and #Covid-15 » GraphSage produces an embedding of size 50 dimensions (unsupervised). H{: re e1.|fanf or cuml?uzllh; |scuver§ at globa sia e
» Data {:crllecfe_d fr:?m Marbch to September 2020. . . ”E"p“ﬂ"EE“h“;“gf " batch size = 50, layer size = 50, LR = 10+-3, Adam Optimizer. ; Gave u;atu;hnlr §PIF:CI c 'EFW‘.EWC%'WBT;"Q tai S
> gﬂgﬁ?ﬁéﬁéﬁsmﬁsr g:?; -Management And Analysis at # |t utilizes the neighborhood sampling improving the scalability and memory efficiency. c;ﬁ::jlr:lsic:n abeling missing in 0 make a
| |
Poster: Multi-Modal Community - Acknowledgments
]jil!.l:n"l |IE-|.zI|I:m'i r'.]'hn'.uL*: .l:w:x'Ls. ll'l.'ui.r:| '."'ITL“.:]I.'H .]m:fﬂ flanguages "..'1.1L::|1h:- - Lﬂ‘:\l: Execution Time - . % PCA dim 10 for _E!;EI'IHEE! Q The work has been SuppDr‘tECI b‘jl' NAVAI R: NVIDIA
et S l0me 12 Lsess 4ae a0 3 wwe | > Ablity to find communities in > Robust to parameter selection @ Data Lab (Datal.ab12.github.io) @ TXST
HuMiN-small | 2,18% 4344 7202506 639559 1497 1,056 15 G2 disconnected networks » Decent HD pEI'fﬂrmE!ﬂC-E

Detection In Twitter Datasets (Mo, Ph.D.) s m— ——

A picture containing timeline TEXASSIZSTATE
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M Signed Graph

Analysis I1n Real Data

Datalab12.github.io

Jelena Tesi¢, Computer Science
Lucas Rusnak, Mathematics
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Multi-modal embedding in signed networ Modeling Analysis Policy Bias Evaluation
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HOW DO WE MODEL UNSTRUCTURED
DATA RELATIONSHIPS?

(a)

Unstructured data (a) and their representations: (b) unsigned graph for relationship; (c)

signed graph for attitude; (d) merged (b) and (c); and (d) normalized weighted graph

Unstructured data does not conform to pre-defined data model or it is not organized e.q.

Tweets, Health records, Open ended survey feedback, recommendation

Unstructured data need rich graph representation that unsinged GNN does not
. I

TEXASSIZSTATE

UNIVERSITY



SIGNED GRAPH FROM REAL DATA

(a)

Signed graphs offer the binary sentiment relationship model

State-of-the-art in unsighed homogeneous graph tackles trillions of edges and billions
of nodes (KDD ‘22) while signed graph benchmarking is at thousands of nodes and
hundreds of thousands of edges (SDM 22).

» small in size and number — 12yo benchmark

» too similar in topology to support the research progress of signed graph analysis for
A D N

TEXAS/-STATE

UNIVERSITY



SIGNED GRAPH STATE OF THE ART

(a)
Signed graphs SOTA relies on spectral methods or GNN

» Spectral Methods suffer from eigenvector poisoning and scalability issues
(Journal of Complex Networks, June 2022)

» Small world and density assumption

» Prohibitive complexity for real networks
» GNN advances for specific dataset and measure only — highly biased (KDD "22)
» Small and sparse benchmarks - Advances In silos

OUR SOLUTION: SCALABLE GRAPH BALANCING

TEXAS/-STATE

UNIVERSITY



Datalabl2.github.io

BALANCED STATES OF THE SIGNED
GRAPH (DM&KD 2021)

» Balanced graph: signed graph where each of its cycles includes an even number of negative edges.

» Sociologists, psychologists, physicists, and control theorists are interested in the smallest number of edges whose

sigh can be changes so that the graph can be converted to balanced graph.

» Multiple options: balanced states

TEXASSI=STATE )
UNIVERSITY




Datalabl2.github.io

BALANCED STATES OF THE SIGNED
GRAPH (DM&KD 2021)

> The frustration index determines the distance of a network from a state of total structural balance.
» There is more that one way to achieve total structural balance by switching signs of minimum number of edges

» Frustration cloud: a set of all nearest balanced stated of the graph X

TEXASSI=STATE )
UNIVERSITY




Datalabl2.github.io

BALANCED STATES OF THE SIGNED GRAPH
(DM&KD 2021)

» Frustration cloud: a set of all nearest balanced stated of the graph X
» Balanced states cannot be easily found

OUR PROPOSAL: TREE-BASED SAMPLING METHOD

TEXASSIZSTATE
UNIVERSITY




Datalabl2.github.io

CONSENSUS FEATURES OF THE SIGNED
GRAPH (DM&KD 2021,ACM SAC 2022)

» Characterize vertices using frustration cloud

» Consensus Space construction (In Submission)

status(v) authority (e
0.69 ) %(5%

1 0.63

v2

0.63 &9 0.6

0.63 0.69
v4 v3

0.56
influence(v) agreement (e) strength(v) resolution(e)
0.4 0.38 0.67 0.7

0.25 @ @ 0.75

0.38 0.4 0.75 0.67
(b)

TEXASSIZSTATE

UNIVERSITY



Datalabl2.github.io

TREE-SAMPLING METHOF (DM&KD 2021)

» Breath-first search provides the highest resolution of the nearest balanced states

© winner —— mean (winners) = = mean = 1 sd (winners)
© Jloser —— mean(losers) == mean 1 sd (losers)
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o)
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© i i
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(a) spectral clustering (b) BFS: outcome (c) random outcome
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Datalabl2.github.io

CONSENSUS BASED CLUSTERING (ACM-5AC

'272)
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Sampson Consensus based clustering of vertices exposes
the disconnect between GT and graph representation

Highland Consensus based clustering of vertices show the
strong correlation of cluster discoverability to GT
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Datalabl12.github.io

SIGNED GRAPH CLUSTERING SURVEY
(Journal of Complex Networks "22)

12 methods b labeled datasets
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Datalabl2.github.io

SIGNED GRAPH CLUSTERING SURVEY
(Journal of Complex Networks "22)

5 methods 4 unlabeled datasets: scalability, runtime, trivial class recovery.

Most comprehensive and unbiased real benchmark to date

Laplacian |Balanced Cuts| SPONGE FCSG oraphB oraphB
dataset || k 'pu:-;_in neg_out|pos_injneg_out/pos_in|neg_out|pos_injneg_out|pos_in|neg_out|| k |pos_in{neg_out
COW 31099 [ 0.89 1.0 | 0.55 1.0 0.3 (084 025 098] 058 |([3] 098 | 0.58
wik1 3011 0.63 | 0.67 | 09 | 0.17 [0.59 | 0.71 049 | 052 [0.05] 096 [ 4] 0.29 | 0.73
slashdot |[100|| 1.0 0.0 |]096 | 0.19 1.0 0.0 [ NA | N/A | 0.02| 098 |10} 0.22 | 0.78
Epinions|{100]| 1.0 0.0 096 0.19 1.0 0.0 | NA | NA 003 ] 097 ([10] 0.13 | .88
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Wikipedia election (over 7000 people) majority voting results (RfA) (left) and final outcome (right)
wrt to status and influence measure the tool introduces. The tool flagged spam users, privileged
users, narrow domain users and all anomalies in the process using simple rules:
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BIAS DISCOVERY
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Joint work w Prof. Rusnak, Math dept

Funded by TXST startup 2019 - 2021, and CHERR (2021-2022)
 Novel algorithm for signed graph analysis using balancing theory.
 Accurately models the alliance network

* Provides discriminant unbiased features for community discovery

 Successfully predicts administrator election outcome consistent with real
election outcomes

« Balance theory answer to spectral clustering issues

 Scalable implementation w Dr. Burtcher's team (graphB+) to apply to Amazon
data (SC 21)
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Thank you! - jtesic@txstate.edu

* Computers will always do
literally, exactly what you G ..
tell them to " Computer “ - Math and

~ Science/IT Statistics

_ ~ Data

I Computer Facts Science

=By @computerfact
- ST Traditional

Development Research

< Tweet Vv

concerned parent: if all your

friends jumped off a bridge would
you follow them? []DFI'IBII'IS/BLISIFIESS

machine learning algorithm: yes. Knuw‘gdge

3/15/18, 14:20

TEXASSIZSTATE

UNIVERSITY



	Data Lab @ TXST�DataLab12.github.io
	Data Lab @ TXST�DataLab12.github.io
	ABOUT ME
	ABOUT ME: jtesic.github.io
	Data lab Projects and Collaborators
	Visual Data Science
	Applied Data Science
	Network Data Science
	Signed Graph Analysis in Real Data
	Slide Number 10
	HOW DO WE MODEL UNSTRUCTURED DATA RELATIONSHIPS?
	SIGNED GRAPH FROM REAL DATA
	SIGNED GRAPH STATE OF THE ART
	BALANCED STATES OF THE SIGNED GRAPH (DM&KD 2021)
	BALANCED STATES OF THE SIGNED GRAPH (DM&KD 2021)
	BALANCED STATES OF THE SIGNED GRAPH �(DM&KD 2021)
	CONSENSUS FEATURES OF THE SIGNED GRAPH (DM&KD 2021,ACM SAC 2022)
	TREE-SAMPLING METHOF (DM&KD 2021)
	CONSENSUS BASED CLUSTERING (ACM-SAC ‘22)
	 SIGNED GRAPH CLUSTERING SURVEY�(Journal of Complex Networks ‘22)
	 SIGNED GRAPH CLUSTERING SURVEY�(Journal of Complex Networks ‘22)
	DataLab12.github.com/graphB
	BIAS DISCOVERY
	DataLab12.github.com/graphB
	Thank you! - jtesic@txstate.edu

