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System Configuration

comparison from different models vs. different datasets.
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DIOR dataset Figure 4. Baseline architecture: CenterNet2
23,462 images + 192,472 object annotations

» Arange of viewpoint angles

» Arange of object sizes, ~1000 times difference in pixel

Table 1. System Specifications
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Figure 1. DIOR Figure 2. DOTA2.0 Findings Difficulty module and the custom focal loss improve the

detection performance with hard and soft example mining.
» In the Future, we plan to perform domain adaptation across
multiple aerial datasets.

DOTAZ2.0 dataset

» 2,430 overhead images collected from several satellites.
» 1,793,658 annotated objects

» 18 classes.

Training set: 12,700 images

Test set: 4,543 images. Figure 6. Detection from DIOR dataset Figure 7. Detection from DOTA dataset

(e) SOD Prediction
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